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Note: State the results very clearly that you are using in your answers. All
questions carry equal marks.

1. (a) P is a transition probability matrix on a state space of finite size.
Show that P™ is also a transition probability matrix for all n > 2.

(b) If 7 is a stationary distribution for P. Show that it is also a
stationary distribution for P2.

(c) Is the converse of (b) above true?

2. Let {N(0,%] : t > 0} be a time-homogeneous Poisson process with rate

A> 0.
(a) Prove that lims_,0 r [N(O’Hsig_ N(O1122] exists and find the value of
this limit.
(b) Compute P[N(O, kEl=k Vk=1,2,... ,n] and find its limit as
n — 0.

3. Let {X,,} be a Markov chain with state space S = {0} UN. Suppose
Piiy1+ Po=1foralli>0and Py (=psay, with0 <p<1)is
independent of i. Classify the states of this Markov Chain. If the chain
starts at state 0, find the probability of first return to 0 in exactly n
steps. Find the expected time taken for the first return to state 0.

4. Given that {X,} is a homogeneous Markov chain, then prove that
P[ Xn,Q = ’L'n,Q,Xn,1 = ’L'nflan = Z'n,Xn+1 = in+1] is the same
as P[ Xn—2 = in-2,Xn-1 = in_1|Xp = zn] Find this conditional
probability in terms of the transition matrix and the distribution of
Xn_o.



